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DOES INDUSTRIAL COMPOSITION MATTER FOR WAGES?
A TEST OF SEARCH AND BARGAINING THEORY

BY PAUL BEAUDRY, DAVID A. GREEN, AND BENJAMIN SAND1

Does switching the composition of jobs between low-paying and high-paying in-
dustries have important effects on wages in other sectors? In this paper, we build on
search and bargaining theory to clarify a key general equilibrium channel through which
changes in industrial composition could have substantial effects on wages in all sectors.
In this class of models, wage determination takes the form of a social interaction prob-
lem and we illustrate how the implied sectoral linkages can be empirically explored us-
ing U.S. Census data. We find that sector-level wages interact as implied by the model
and that the predicted general equilibrium effects are present and substantial. We in-
terpret our results as highlighting the relevance of search and bargaining theory for un-
derstanding the determination of wages, and we argue that the results provide support
for the view that industrial composition is important for understanding wage outcomes.

KEYWORDS: Wages, industrial composition, social interaction, search, bargaining.

1. INTRODUCTION

CHANGES IN THE NATURE OF JOBS are often given a preeminent role in pop-
ular discussions about labor market developments. In particular, it is often
claimed that labor market performance hinges on whether an economy is at-
tracting or losing “good jobs”; that is, jobs in industries that pay a premium rel-
ative to wages for similarly qualified workers in other industries. These claims
are often translated into substantial efforts by governments to attract good-
jobs industries to specific localities. Moretti (2010a), quoting Bartik (2002),
stated that U.S. state and local governments spend $30–40 billion dollars per
year on policies aimed at attracting certain businesses.2 While many serious
economic researchers dismissed such views as ill-informed, the populist view is
now reemerging in economic discussions in many countries because of percep-
tions about the effects of globalization and technological change on industrial
composition and wages. For this reason, it appears to be an opportune time to
revisit the issue of the impact of changes in industrial composition on the wage
structure.

Whether altering the industrial composition of an economy has substantial
effects on wages depends heavily on the nature of general equilibrium effects,

1The authors thank A. Bowlus, M. Bombardini, D. Card, G. Dahl, M. Doms, J. Fernald,
N. Fortin, G. Galipoli, J. Gelbach, R. Gordon, M. Greenstone, S. Kortum, I. King, T. Lemieux,
K. Milligan, B. Meyer, F. Pelgrin, J. Pencavel, J.-M. Robin, and F. Wolak for helpful discussions.

2One example is the case of the state of Georgia offering Kia over $400 million to build a new
plant there (OECD (2010)). At a more general level, in Bluestone and Harrison’s (1982) highly
cited book, The Deindustrialization of America, the authors argued that the switch away from
highly paid manufacturing jobs was key to understanding the poor labor market performance of
the U.S. economy during the 1970s and 1980s.
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or “spillovers,” from directly affected industries to other sectors. To see this,
consider an example in which a city replaces a high-wage industry that pays a
20% premium relative to the average wage in the city and that employs 10%
of the workforce with industries that employ the same proportion of workers
but do not pay any premium. If there are no spillovers, then the only affected
workers are those who have to switch from the departing, high-wage industry
to other industries. One can then calculate the impact of this composition shift
on the average wage by multiplying the proportion of workers affected (0.1)
times their proportionate wage decline (0.2), implying a 2% decline in the av-
erage city wage. These types of calculations are the same as calculating the
“between” component in standard decomposition exercises (sometimes called
shift-share analysis)3 and have been performed many times by researchers try-
ing to understand the wage impact of forces such as trade and technology that
could be argued to have their impact through changing the industrial mix. By
the very nature of these exercises (multiplying together relatively small pro-
portions), one is bound to conclude that composition changes have relatively
small impacts even though the event (shifting out of a sector employing 10%
of the workforce at a 20% premium) seems large.

Recent research in the literature on local labor markets suggests, however,
that general equilibrium effects are likely to be important for understanding
wage and employment outcomes. Reviews by Glaeser and Gottlieb (2009) and
Moretti (2010a) argue that changes in the size of a sector induced by a pro-
ductivity shock can have substantive effects on workers outside that sector
through agglomeration effects, shifts in skills, and migration-induced house
price changes.4 Our goal in this paper is to bring together the insights from the
local labor market literature with those from search and bargaining models to
investigate an additional source of potential spillovers; one that is distinct from
demand and agglomeration effects. In particular, we begin the paper by show-
ing how a change in industrial composition in a standard search and bargaining
model of the labor market5—extended to include many industries—affects the
bargaining position of workers by changing their outside options. In this setup,
an improved outside option for workers places upward pressure on wages, even
if employment in the sector is unaffected. This implication of a search and bar-
gaining model is very basic and implies that wages in different sectors act as
strategic complements. Although the insight is straightforward and has poten-
tially important ramifications for our understanding of the functioning of the
labor market, as far as we know it is an empirical implication of this class of
models which has not previously been extensively pursued.

3See, for example, Bound and Johnson (1992). See Lemieux (2002) for a thorough discussion
of decomposition methods.

4Also see Moretti (2010b) for a discussion of how changes in the demand for tradeable goods
affects the production of nontradeable goods at the city level.

5For an introduction to search and bargaining models of the labor market, see Mortensen and
Pissarides (1999).
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The central problem in analyzing the effects of industrial composition
changes is that they are not exogenous with respect to wage formation, im-
plying that identification of the causal impact of changes in industrial compo-
sition on wages is inherently difficult. There are many potential approaches
to such an issue, including the exploitation of natural experiments and struc-
tural modeling. Our approach is structural in nature, but does not involve im-
posing theoretical restrictions on the data during estimation. Since different
theoretical models often imply different routes to identification, different in-
terpretations of what is being identified, and different evaluations of policy, we
view it as important first to establish the validity of our model through test-
ing. We show that our extended search and bargaining model implies tight and
intuitive testable implications in the form of overidentifying restrictions. We
then show that these restrictions are not rejected in our data, which we view
as evidence in favor of using search and bargaining models to understand ag-
gregate labor market phenomena. We use the model to derive our empirical
specification and to justify our identification strategy. This approach fits with
a tradition (e.g., Blundell, Duncan, and Meghir (1998)) that brings together
structural modeling and instrumental variables estimation, with the objective
to avoid a common criticism of structural estimation that relates to the diffi-
culty of establishing the identifying variation that is being exploited.

In our empirical work, we exploit geographical variation in wages and indus-
trial composition across U.S. cities over the period 1970–2007. Our key identi-
fication problem arises from the fact that while wages in sector j act as an out-
side option for workers in sector i, the opposite is also true. Thus, the theory
implies that wage determination takes the form of what Manski (1993) named
a reflection problem (this property is also sometimes referred to as a social
interaction problem (Moffitt (2001))). We devote considerable effort to ad-
dressing the endogeneity issues associated with solving the reflection problem.
We also pay close attention to lessons from the local labor market literature
on the importance of accounting for migration and housing price changes, and
explore the robustness of our results to these considerations both theoretically
and empirically.

We find two main empirical results. First, co-movements between city-level
outcomes in terms of wages, employment, and industrial composition conform
closely to the patterns implied by search and bargaining theory. Second, we
find that our parameter estimates imply that city-level changes in industrial
composition have effects on average wages that are 3–4 times that implied by
the pure accounting (or shift-share) approach described earlier. Since mea-
sured composition effects are often small, the effects we find are large but
not unreasonable.6 Together these results add to the local labor market liter-

6Thus, while the pure accounting approach indicates that a city losing an industry that em-
ployed 10% of the workforce and paid a wage premium of 20% (roughly the situation facing
Pittsburgh with the loss of the steel industry in the 1980s) would face only a 2% decline in its
average wage, our result suggests that the total impact would be a 6–7% decline.
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ature by pointing to an important extra general equilibrium effect of changes
in industrial composition that has been missed in more standard neoclassical
models. Our results also indicate the extent to which standard decomposition
techniques can be misleading in the presence of general equilibrium effects.
In this particular case, these results may indicate a need to revisit conclusions
from the literature that suggest that factors related to changes in industrial
composition played a relatively minor role in the observed wage changes in the
United States over the last few decades.

Finally, it is important to emphasize that the question we aim to answer dif-
fers from the focus in papers on regional demand shocks such as Feyrer, Sac-
erdote, and Stern (2007), Greenstone and Moretti (2003), or Blanchard and
Katz (1992). While Greenstone and Moretti examine shorter run effects of ac-
quiring a large plant in a region, such a change is composed of both an aggre-
gate demand component and a composition change. In contrast, we focus on
changes that arise over 10 year horizons and aim to isolate effects of changes
in industrial composition, holding direct demand effects constant. This focus
also differentiates our work from studies of regional adjustment to aggregate
labor demand changes such as in Blanchard and Katz (1992) and Feyrer, Sac-
erdote, and Stern (2007). To clarify this difference, we take care to control for
the types of demand effects examined in their papers.

The remaining sections of the paper are as follows. In Section 2, we present
a model with search frictions and bargaining to illustrate a particular chan-
nel through which changes in industrial composition in an economy can affect
wage setting within all sectors in the economy, including wages in sectors not
directly involved in any composition shift. In Section 3, we use the model to
derive a general empirical specification which embeds alternative views about
the determination of wages. In Sections 4.1 and 4.2, we discuss the data used
in the study and report basic empirical results. In Section 5, we address issues
related to endogeneity, and in Section 6, we explore the robustness of our re-
sults as well as additional implications of our model. In Section 7, we use the
model and the estimated parameters to discuss the magnitude of the effects of
industrial composition on wages. Section 8 concludes.

2. GENERAL EQUILIBRIUM EFFECTS OF INDUSTRIAL COMPOSITION:
A SEARCH AND BARGAINING PERSPECTIVE

In this section, we present a multisector extension of a standard search and
bargaining model. Our aim is to clarify how a shift in the composition of la-
bor demand can affect wages in sectors that are not directly part of the shift.
One key objective of this section is to derive an empirical strategy for evalu-
ating whether search and bargaining theory offers a pertinent framework for
understanding the potential links between industrial composition and wages.
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The model economy we consider has one final good, denoted Y , which is an
aggregation of output from I industries and is given by

Y =
(

I∑
i=1

aiZ
χ
i

)1/χ

� where χ< 1�

The price of the final good is normalized to 1, while the price of the good
produced by industry i is given by pi. In this economy, we assume that there
are C local markets called cities and that the industrial goods can be produced
in any of these markets. The total quantity of the industrial good Zi produced
in the economy is equal to the sum across cities of Xic , the output in industry i
in city c.

To greatly simplify the exposition, we begin by examining the extreme case
where workers are not mobile across cities. In Section 2.3, we show that the
results derived in this section are robust to an extension of the model that
allows for worker mobility and endogenous housing prices.

To create a job in industry i in city c, a firm must pay a cost cic , the value of
which is endogenously determined in equilibrium. If a job is filled, it generates
a flow of profits for the firm given by

pi −wic + εic�
where wic is the wage, εic is a city–industry-specific cost advantage, and∑

c εic = 0. If we denote by V f the discounted value of profits from a filled
position, and we denote by V v the discounted value of a vacancy, then in a
steady state, V f and V v must satisfy the standard Bellman relationship given
by

ρV
f
ic = (pi −wic + εic)+ δ(V v

ic − V f
ic )�(1)

where ρ is the discount rate and δ is the exogenous death rate of matches. If a
firm does not fill a job, it faces a per-period cost of ri to maintain the position.
Thus, the discounted value of profits from a vacant position must satisfy

ρV v
ic = −ri +φc(V f

ic − V v
ic )�(2)

where φc is the probability a firm fills a posted vacancy. For simplicity, and
without loss of generality, we set ri = 0.

Workers in the economy can be either employed or unemployed in a given
period. The discounted value of being employed in industry i in city c, denoted
Ue
ic , must satisfy the Bellman equation

ρUe
ic =wic + τc + δ(Uu

ic −Ue
ic)�(3)

where Uu
ic represents the value associated with being unemployed when the

worker’s previous job was in industry i and τc is a city-specific amenity.
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When an individual is unemployed, he gets flow utility from an unemploy-
ment benefit, b, plus the city-specific amenity τc . Unemployed individuals find
jobs at rate ψc . When an unemployed worker from industry i finds a job, with
probability μ the job draw is from industry i, and with probability (1 −μ) it is
a random draw from jobs in all industries (including i). The value associated
with being unemployed satisfies

ρUu
ic = b+ τc +ψc ·

(
μUe

ic + (1 −μ)
∑
j

ηjcU
e
jc −Uu

ic

)
�(4)

The important aspect of equation (4) is that as long as μ< 1, the utility level
associated with losing a job in industry i depends on the utility associated with
jobs in other industries. The instantaneous probability of finding a job in indus-
try j is given byψc ·(1−μ) ·ηjc , where ηjc represents the fraction of vacant jobs
that are in industry j. This formulation assumes that workers can only search
while unemployed. While this is a strong assumption, it allows the problem to
be solved explicitly and thereby to be amenable to clear empirical exploration.
For these reasons, we maintain this assumption throughout. However, it must
be noted that omitting on-the-job search is an important limitation of our anal-
ysis and, therefore, we hope to conduct future research aimed at seeing how
the relaxation of this assumption affects our results.7 Similarly, throughout our
analysis we maintain the assumption that job search is random as opposed to
being directed. Exploring the implications of our model under directed search
is another direction that warrants future research.

Once a match is made, workers and firms bargain a wage,8 which is set ac-
cording to the bargaining rule

(V
f
ic − V v

ic )= (Ue
ic −Uu

ic)× κ�(5)

where κ is a parameter that governs the relative bargaining power of work-
ers and firms. The probability a match is made is determined by the matching
function

M((Lc −Ec)� (Nc −Ec))�
where Lc is the total number of workers in city c, Ec is the number of employed
workers (or matches), and Nc = ∑

i Nic is the number of jobs, with Nic being
the number of jobs in industry i in city c. Then, given the exogenous death rate

7We make a first step in Appendix S.4 of the Supplemental Material (Beaudry, Green, and
Sand (2012)) where we explore some empirical implications of allowing on-the-job search.

8We assume throughout that there are always gains from trade between workers and firms for
all jobs created in equilibrium.
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of matches, δ, and assuming that the matching function is of Cobb–Douglas
form, the steady state condition is given by

δERc = (1 − ERc)
σ

(
Nc

Lc
− ERc

)1−σ
�(6)

where ERc is the employment rate. It follows that the proportion of filled jobs
and vacant jobs in industry i in city c can be expressed as ηic = Nic∑

i Nic
.

The number of jobs created, Nic , is determined by the free-entry condition

cic = V v
ic �(7)

where cic is the cost of creating a marginal job. If this cost were a constant (in-
dependent of c and i), this would imply that an increase in flow profits in an
industry would be met by the creation of an infinite number of jobs. Moreover,
such a specification would rule out the possibility of across-city comparative
advantage in job creation. Although such a situation is a possibility, we want
to consider a slightly more general setting. Hence, we assume that cic is po-
tentially increasing in the number of jobs created in a city—perhaps due to
limited local entrepreneurial talent. We also want to allow for the possibility
that cities differ in their cost of creating certain types of jobs. Therefore, we let
cic be a decreasing function of the industry–city-specific measure of advantage
denoted Ωic . For tractability, we assume that the relationship is given by

cic = (Nic)
q

Υi +Ωic

�

where q controls the extent to which there are decreasing returns to job cre-
ation at the industry–city level. If q is close to zero, we are back to the case
where any change in flow profits leads to massive change in the supply of jobs.9
The term Υi reflects any systematic differences in cost of entry across indus-
tries, allowing us to assume that

∑
c Ωic = 0.

Finally, the probability that an unemployed worker finds a match and the
probability that a firm fills a vacancy satisfy

ψc = δERc

1 − ERc

and φc =
(

1 − ERc

δERc

)σ/(1−σ)
�

At the city level, the price of industrial output is taken as given and an equi-
librium consists of values of Nic�wic� and ERc that satisfy equations (5), (6),
and (7). Note that these equilibrium values depend on (among other things)

9In the case where q is exactly equal to zero, cities should specialize entirely in one sector.
Since we want to consider an environment without complete specialization, we assume q > 0.
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the city-specific productivity parameters Ωic and εic . An equilibrium for the
entire economy has the additional requirement that the prices for industrial
goods must ensure that markets for these goods clear.

At the city level, equilibrium outcomes reflect how cities adjust their produc-
tion mix to take advantage of the price of industrial goods in relation to their
comparative technological advantages. At the economywide level, changes in
prices are caused by changes in demand for the industry-level goods, captured
in the ais. As we make clear, our focus is on isolating the effect of a change in
job composition on city-level wages. To this end, we take the above description
of a steady state equilibrium as representing an equilibrium at a point in time
and we examine how this equilibrium changes in response to changes in the
exogenous driving forces ai, Ωic� and εic .

2.1. Derivation of the Wage Equation

Our initial focus is on the determination of wages, as implied by (5). For now
we treat ηic and ERc as given.

To understand the forces that determine wages in an industry–city cell, we
begin by using equations (3) and (4) to express the value of finding a job rela-
tive to being unemployed as

Ue
ic −Uu

ic = wic − b
ρ+ δ+ψcμ − ψc(1 −μ)∑j ηjc(wjc − b)

(ρ+ δ+ψcμ)(ρ+ δ+ψc) �(8)

A key feature of equation (8) is that as long as μ< 1, a worker’s utility from
being employed relative to being unemployed is a decreasing function of the
wages paid in other sectors of the city’s economy. This arises because unem-
ployed workers get a draw from the distribution of all wages in the city when
an offer arrives. Also note that a compositional change captured by a change
in the ηs, holding ψc constant, in general affects the utility of finding a job. For
example, if the composition change implies a greater concentration of jobs in
high-wage sectors, this decreases the value of a match in any sector i.

To express the value of a match to a firm, we can use equations (1) and (2)
in a similar fashion:

(V
f
ic − V v

ic )= pi −wic + εic
ρ+ δ+φc �(9)

From equations (8) and (9), we can use equation (5) to solve for wic . This is
given by

wic = γc0 + γc1pi + γc2
∑
j

ηjcwjc + γc1εic�(10)



DOES INDUSTRIAL COMPOSITION MATTER FOR WAGES? 1071

where the coefficients in (10) are functions of the model parameters and, im-
plicitly, of the employment rate.10 It is easy to verify that 0 < γc2 < 1 as long
as 0<μ< 1. Equation (10) captures the notion that in a search and matching
framework, sectoral wages act as strategic complements; that is, high wages
in one sector are associated with high wages in other sectors. The strength of
this strategic complementarity is captured by γc2. In the case where μ= 1 (i.e.,
workers are immobile across sectors), this effect disappears and wages are de-
termined solely by the value of marginal product (i.e., by pi and εic). In such a
case, there are not any effects of changes in industrial composition on within-
sector wages. In this sense, the model nests more standard formulations where
there are no general equilibrium effects. In contrast, with μ < 1, a change in
industrial composition can have an effect on within-sector wages, even when
the employment rate is unchanged.

If there is an industrial composition shift that causes a 1 unit increase in
the average city wage,

∑
j ηjcwjc , equation (10) indicates that within-industry

wages then increase by γc2. But this is just a first-round effect. Since the initial
compositional change affects all within-industry wages, it causes the average
wage to increase by another γc2 units, inducing a further round of adjustments.
Multiplying these feedback effects out, the total effect of the change in indus-
trial composition on the average wage is therefore 1

1−γc2 .
Equation (10) has the structure of the classic reflection or social interaction

problem (Manski (1993), Moffitt (2001)) in that the sectoral wage depends
on the average of such wages in a city. To estimate such a relationship, it is
necessary to overcome the simultaneity inherent to this type of interaction. In
addition, we need to take explicit account of the fact that the γc coefficients,
being functions of ψc and φc , are functions of the city’s employment rate, ERc .
To address these issues, we take a weighted sum of (10) across industries, so as
to replace

∑
j ηjcwjc with

∑
j ηjcνj , where νj is the national-level wage premium

in industry j relative to an arbitrarily chosen industry. These steps are laid
out in the Appendix. We then take a linear approximation and eliminate any
city-level fixed effects by focusing on the difference in wages within a city–
industry cell across two steady state equilibria, denoted �wci. The result is our
key estimating equation

�wic = �di +
(

γ2

1 − γ2

)
�

∑
j

ηjcνj + γ3�ERc +�ξic�(11)

where the � operator corresponds to �xi = (xit+1 − xit), �di = γ1
γ2

1−γ2
�p1 +

γ1�pi is an industry-specific effect that does not vary across cities and, hence,
can be captured in an empirical specification by including industry dummies,

10Specifically, the coefficients are given by γc0 = (ρ+δ+ψcμ)(ρ+δ+φc)κ
[(ρ+δ+ψcμ)+κ(ρ+δ+φc)](ρ+δ+ψc) b, γc1 =

ρ+δ+ψcμ
(ρ+δ+φc)κ+(ρ+δ+ψcμ) , and γc2 = (ρ+δ+φc)κ

[(ρ+δ+ψcμ)+κ(ρ+δ+φc)]
ψc(1−μ)
(ρ+δ+ψc) .
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and �ξic = γ1�εic + γ1
γ2

1−γ2

∑
j

1
I
�εjc is the error term, with I being the total

number of industries.
In (11), the γ coefficients are the same as discussed after equation (10), ex-

cept now they are evaluated at common (across-cities) match probabilities, ψ
and φ. The added coefficient, γ3, reflects the effect of a change in the employ-
ment rate on wage determination, an effect which depends on many param-
eters of the model. In Section 2.2, we discuss how we address the potential
endogeneity concerns with estimating (11).

The variable Rc ≡ ∑
j ηjcνj is an index of the industrial composition of a city,

where the weights on the industrial proportions are the national-level wage
premia. We refer to Rc as average city rent. Note that the coefficient on Rc in
(11) is γ2

1−γ2
, as the steps between equations (10) and (11) resolve the reflec-

tion problem. A high value of this index indicates that a city’s employment is
concentrated in high-paying industries. A positive coefficient on �Rc in (11)
implies that if we examine wages in the same industry in different cities, those
wages will be higher in cities where employment is more heavily weighted to-
ward what we call high-rent industries. This arises in the model because the
workers in that industry have a better outside option to use when bargaining
with firms in a higher average rent city.11 At first glance, it might appear that
almost any model predicts a higher wage in a city with a high-rent industrial
composition, but it is important to emphasize that we are considering wage
movements within a given industry, not the overall average wage in a city. We
are comparing, for example, wages in construction in different cities to see if
they are higher in cities with high-paying manufacturing jobs. It is worth not-
ing once again that this average rent effect is estimated conditioning on the
employment rate. Thus, it is concerned with the composition of employment
rather than the level of labor demand.

In the most basic economic models, the wage in an industry–city cell should
depend only on the productivity of workers in that cell and that productivity
should not depend on the industrial composition of the rest of the workforce.
In that case, the coefficient on �Rc should equal zero. One can think of exten-
sions of that model where composition can affect productivity (even holding
ERc and thus the overall level of demand constant), with the most prominent
possible reasons being due to demand for output from parts and service sup-
pliers when particular downstream industries arrive or leave. What separates
our model from those other potential spillover mechanisms is that it implies a
specific composition index with wage premia as weights. This, in turn, implies a
test that separates our model from models that imply generic spillover effects.

11Note that in the model, these industrial premia are rents based on differential productivity
in different industries. If they were, for example, compensating differentials of some kind, then
they would not be relevant as outside options.



DOES INDUSTRIAL COMPOSITION MATTER FOR WAGES? 1073

To understand the test, consider using a simple decomposition of �Rct to
rewrite (11) as

�wict = �dit +
(

γ2

1 − γ2

)∑
j

�ηjctνjt(12)

+
(

γ2

1 − γ2

)∑
j

�νjtηjct+1 + γ3�ERct +�ξict�

where we reintroduce t subscripts to clarify the decomposition. The second
term on the right side of (12) corresponds to changes in the average rent in
a city due to shifts in industrial composition toward or away from high-wage
industries. We denote this term by �RBct , since it is the “between” industry
component of the change in city rent, �Rct . The third right hand side term
corresponds to changes in the average rent because of changes in the national-
level wage premia, weighted by the concentration of a city in particular indus-
tries, which we call �RWct . These two components reflect very different forms
of data variation: shifts in the local composition of employment versus changes
in national-level wage premia. Crucially, though, the model implies that both
types of changes in average city rent should have the same effect on within-
industry wage movements, since it does not matter in bargaining whether a
worker’s outside option is weakened because a high-wage industry, j, shuts
down or because industry j ceases to pay high relative wages while maintaining
its employment share. Thus, estimation of (12) implies a test of the search and
bargaining model: under this model, the coefficients on the second and third
terms in (12) should be equal. Given the very different types of variation un-
derlying each term, we view this as a stringent test. Moreover, this test stems
ultimately from the fact that the Rc index implied by the model weights indus-
trial proportions by wage premia. Under other models of spillovers (with other
implied composition indexes), there is no reason for the “between” and wage
premia components to have the same coefficients.

2.2. Endogeneity of Industrial Composition

Although use of equilibrium conditions to transform equation (10) into
equation (11) provides a means to resolve the reflection problem inherent to
the local interactions induced by bargaining, this does not resolve all endo-
geneity issues. Let us begin by focusing on the potential endogeneity of �Rc ,
acting for now as if there were no endogeneity issue related to �ERc . The is-
sue that arises in this case is that changes in Rc may be correlated with the
error term in (11) because Rc is a function of the proportions of workers in dif-
ferent industries (the ηics) and one would expect those to be correlated with
the industry–city-specific productivity shocks (the εs) that appear in the error.
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To see this more concretely, note that using equation (6) and taking a linear
approximation, we can get an expression for ηic as12

ηic ≈ 1
I

+π1

(
εic − 1

I

∑
j

εjc

)
+π2

(
piΩic − 1

I

∑
j

piΩic

)
�(13)

where the πs are positive coefficients obtained from the linear approximation.
The requirement for ordinary least squares (OLS) to give consistent esti-

mates of the coefficients in (11) can be expressed as

plim
C�I→∞

1
I

1
C

I∑
i=1

C∑
c=1

�Rc�ξic = plim
C�I→∞

1
I

1
C

C∑
c=1

�Rc

I∑
i=1

�ξic = 0�(14)

where �Rc = �∑
j ηjc(wj −w1) and �ξic = γ1�εic +γ1

γ2
1−γ2

∑
j

1
I
�εjc , the error

term in (11). At first glance, it might appear impossible that the change in a
city’s average rent could be uncorrelated with a function of changes in indus-
try times city-level productivities, but inspection of the second equality in (14)
indicates this is not the case. To discuss this, it is helpful to express εic (and
Ωic , as well) as the sum of a component that is common across all industries in
a city (which we call the absolute advantage component), and a second com-
ponent that captures the relative advantage of the specific industry times city
cell. In particular, let ε̄ct represent the common component of the εs and let
vεict represent the relative advantage component, with εict ≡ ε̄ct + vεict� where,
by definition, the vεicts across industries within a city sum to zero.

We can prove consistency just by considering variation across cities within
an industry (i.e., taking C to infinity in a mathematical derivation). In practical
terms, the inclusion of industry dummies in specifications (11) and (12) means
we get identification using within-industry, cross-city variation. With �Rc =
�

∑
j ηjcνj , its variation across cities comes only from variation in the ηjcs, since

the νjs are defined at the national level and so do not vary across cities. On the
other hand,

∑I

i=1�ξic varies across cities only because of differences in the ε̄cts
(since the relative advantage components of the cost advantage shocks sum to
zero within a city). Thus, equation (14) is satisfied if changes in the relative
industrial composition of city employment are uncorrelated with changes in
the absolute advantage level of the city.13 In intuitive terms, for OLS to be
consistent, there must be no link between whether a city experiences a shift in
industrial composition toward high-paying industries (a shift in �Rc) and other
general improvements that affect wages in all industries in the city.

12See the Supplemental Material for the expression before the approximation.
13More technically, in the Appendix, we show that consistency condition (14) is met under the

assumption that the absolute advantage component, ε̄ct , follows a random walk and is indepen-
dent of the relative advantage components of the εs and of the Ωs (past and present).
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While we believe that the assumption ensuring consistency of the OLS es-
timates is possible, we are more comfortable with the much weaker assump-
tion that the common component of the city–industry cost advantage, ε̄ct ,
has increments that are independent of past values of the relative advantage
components vεict and vΩict (details in Section A.2). Based on this assumption,
we can construct two instruments, each targeting one of the components of
�Rc = �RBct + �RWct , as represented by the second and third right hand side
terms in (12). To construct the first instrument, we first predict a level of em-
ployment for industry i in city c in period t + 1 as

l̂ict+1 = lict
(
lit+1

lit

)
�

That is, we predict future employment in industry i in city c using the employ-
ment in that industry in period t multiplied by the growth rate for the industry
at the national level. Using these predicted values, we construct a set of pre-
dicted industry-specific employment shares, η̂ict = l̂ict∑

i l̂ict
, for the city in period

t + 1 and form a measure given by

IV1ct ≡
∑
i

νit(η̂ict+1 −ηict)�

This instrument isolates the variation in �Rct that stems from changes in the
employment composition (�RBct), but instead of using actual employment share
changes, we use predicted changes based on national-level changes, breaking
the direct link between city-level employment and wage changes. Essentially,
IV1 focuses attention on the question,“What is the impact on local wages of
a national-level demand shift (arising from, for example, trade or preference
shocks) if that shift is distributed across cities according to start-of-period em-
ployment shares?” Note that use of this type of variation is implied by the
model, where shifts in national-level demand ({ai}) result in shifts in local em-
ployment shares because of differences in comparative advantage that are re-
flected in initial period employment shares.

Our second instrument isolates the variation in �Rct stemming from changes
in wage premia over time, weighted by the importance of the relevant industry
in the local economy. Thus, our second instrument is given by

IV2ct ≡
∑
i

η̂ict+1�νit �

These instruments are functions of vεict , but not �vεict . In Section A.2, we
show that they provide consistent estimates under the condition that �ε̄ct is
independent of vεict andΩict . In other words, changes in the absolute advantage
of a city are independent of the past level of relative advantage for the various
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industries in a city. This is a weaker assumption than that required for consis-
tency under OLS because it allows for the possibility that a city that shifts in the
direction of a higher-wage industrial composition is also a city experiencing im-
provements in general. For our instruments to be valid, we require that those
general improvements be independent of past comparative advantage. Note
that we do not require �ε̄ct to be independent of ε̄ct−1 and, thus, rich types of
persistence in the common component are allowable. Nonetheless, this type
of orthogonality assumption is certainly questionable, and for this reason we
provide a means to test its implication in Section 5.

The last endogeneity issue relates to the potential correlation between the
change in the employment rate, �ERc , and the error term in (11). To see this
possibility, it is helpful to use a linear approximation of (6) and (7) to obtain
an expression for ERc in terms of the εs and the Ωs. This is given by

ERc ≈ π̃0 + π̃1

∑
j

εjc + π̃2

∑
j

pjΩic�(15)

where the coefficients π̃ are again positive and obtained from the linear ap-
proximation.

From (15) one can see that �ERc is likely correlated with the error term in
(11) and, as a result, that OLS generates inconsistent estimates. We address
this with an instrumental variable strategy in which we again use national-level
information on growth patterns to predict city-level changes in employment
rates. The approach is similar to that used by Blanchard and Katz (1992) in a
closely related problem. Details of the construction of this instrument are left
to the empirical section.

2.3. Worker Mobility

In the model as presented so far, we have assumed that workers are not
mobile across cities. At first blush, it may appear that the result that wages can
vary systematically across cities due to the composition of employment will dis-
appear once we allow for mobility of workers. However, this will not generally
be the case, even if we allow for mobility across cities.14 To see this, consider
allowing unemployed individuals to occasionally have the option of changing
cities. In this case, an individual who lost his job in industry i would choose
the city c′ that maximizes his expected utility (that is, this individual would
choose his location by solving maxc′

∑
i ηic′U

u
ic′ =Uu

i�max). If we let μ1 represent
the probability that an unemployed individual has the option to change cities,
then the value function associated with being unemployed from industry i in

14It is easy to verify that allowing for random search across cities does not significantly change
our previous analysis.
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city c needs to be modified to satisfy the relationship

ρUu
ic = b+ τc +ψc ·

(
μUe

ic + (1 −μ)
∑
j

ηjcU
e
jc −Uu

ic

)

+μ1 · (Uu
i�max −Uu

ic)�

This alternative Bellman equation does not greatly change our previous
analysis because Uu

i�max does not depend on the initial location of the worker
and so can be treated as a common element across cities and captured by a time
dummy. More to the point, if mobility is sufficiently high (i.e., μ1 is sufficiently
great) such that utility is equalized across cities, then the term Uu

i�max − Uu
ic is

equal to zero and we return to our previous equation without mobility.
When the model is extended to allow for mobility across cities, it is appro-

priate to introduce housing costs (or land prices) into the equilibrating mech-
anism. In such a setup, when mobility leads to equal utility across cities, wage
negotiation is not directly affected by housing prices, since housing costs are
incurred whether or not someone is employed. Nonetheless, housing prices do
adjust to changes in industrial structure. A city with a higher employment rate
or a better employment mix, as captured by a higher value of Rct , attracts more
workers. This immigration drives up local housing prices, delivering benefits to
local landowners and causing the migration to stop before wages are equalized
across cities. Thus, the impact of a favorable change in job composition is still
seen in wages, as implied by equations (10) and (11), and so, when mobility
is sufficient to equate expected utility across cities, the presence of mobility
does not change the predictions of the model in terms of the implied general
equilibrium effects of industrial composition. We discuss the implications of
mobility in more depth in Section 6.2, examining the case where mobility is not
sufficient to assure the equalization of expected utility across cities.

2.4. Worker Heterogeneity

Up to now, labor in our model has been treated as homogeneous and not
differentiated by skill. Since workers do differ in skills (and are treated differ-
ently by employers as a result), we need to take this into account. Empirically,
we can approach the issue of insuring we are only estimating within skill-group
implications of the model in two ways. The first is to work with subsamples
of the data intended to be homogeneous with respect to skill (e.g., using only
young high school graduates). The other is to eliminate skill differentials by
first controlling for a flexible set of “skill” indicators in the determination of
wages (where a wage regression is now seen as an individual-level wage regres-
sion rather than one specified at the industry times city level as it has been to
this point). This latter approach is justified if the setup costs and benefits asso-
ciated with employing a more skilled worker are proportional to the increased
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productivity of the worker and if all the parameters of the model are identical
across skill groups. To implement this approach, we also need to control for
the same set of skill indicators when calculating the national-level wage pre-
mia used in constructing the Rct measure. We pursue both approaches in the
empirical section.

3. EMPIRICAL IMPLEMENTATION

Our baseline empirical specification is given by equation (16).15 This equa-
tion is a simple rewrite of equation (11), where we have divided both sides by
w1 so as to focus on a log specification and have added a time subscript since
we pull data from different periods:

� logwict = dit + α2�Rct + α3�ERct +�ξict �(16)

In (16) the dits are time-varying industry dummies, α2 = γ2
1−γ2

is our main coef-
ficient of interest, Rct = ∑

j ηjc(
wj

w1
− 1) is our index of industrial composition,

α3 captures the effect of city-level employment rates on wages, and �ξict is the
error term defined by �ξict = γ1

w1
�εict + γ1

w1

γ2
1−γ2

∑
j

1
I
�εjct . We also implement a

specification in which we allow the two components of �Rct to enter separately,
as in (12).

Our goal is to investigate the null hypothesis that α2 = 0 or, in other words,
whether disregarding intersectoral wage interactions provides an appropriate
description of wage determination in local economies. Our alternative hypoth-
esis is that α2 > 0. A finding of α2 > 0 supports the notion of general equi-
librium effects of industrial composition on wages as predicted by the model.
The existence of such general equilibrium effects calls into question commonly
used accounting approaches for evaluating the effects of changes in industrial
composition on average wages.

When estimating the effect of Rct on wages, it is appropriate to worry
about omitted variable bias, especially given alternative explanations for dif-
ferences in wages across cities such as those related to city size, education
levels (Moretti (2004a), Acemoglu and Angrist (1999)), and diversity of em-
ployment in a city (Glaeser, Kallal, Scheinkman, and Shleifer (1992)). To allow
for such issues, we add to equation (16) measures related to these explanations
as additional covariates, Zct .16

15In Appendix S.10 of the Supplemental Material, we also provide estimates that relate to
equation (10). When estimating equation (10), as the reflection problem is not solved, OLS is
never consistent. As can be seen in the Supplemental Material, the IV estimates of γ2 found
when estimating equation (10) are very close to those implied from our estimates of γ2

1−γ2
when

the estimation is based on equation (11).
16Another potential point of concern is the linear approximation used in deriving (16). Prob-

lems could arise if higher order terms assigned to the error are correlated with our instruments.
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4. DATA AND BASIC RESULTS

4.1. Data

The data we use in the following investigations come from the 1970, 1980,
1990, and 2000 U.S. Census Public Use Micro-Samples (PUMS) and the 2007
American Community Survey (ACS). We focus on wage and salary earners,
aged 20–65 with positive weekly wages who were living in a metropolitan area
at the time of the Census. To form our dependent variable, we use the log of
weekly wages, calculated by dividing wage and salary income by annual weeks
worked (we also verified the robustness of our results to using hourly wages).
We create real wages (in 1990 dollars) using the national-level consumer price
index (CPI) as the deflator. Given our use of multiple Censuses, an important
part of our data construction is the creation of consistent definitions of cities,
education groups, and industries over time. We provide the details on how we
address these issues in Appendix S.1 in the Supplemental Material (Beaudry,
Green, and Sand (2012)).

As we described in the previous section, one approach to addressing worker
heterogeneity is to control for observable skills in a regression context. Our
actual approach is to use a common two-stage procedure. In the first stage, we
run individual-level regressions of log wages using all the individuals in our na-
tional sample on categorical education variables (four categories), a quadratic
in experience, interactions of the experience, and education variables, a gender
dummy, black, hispanic, and immigrant dummy variables, and the complete set
of interactions of the gender, race, and immigrant dummies with all the educa-
tion and experience variables. We run these regressions separately by Census
year to allow for changes in returns to skills over time. The regressions also
include a full set of industry-by-city cell dummies and it is the coefficients on
those that are used to construct the dependent variable in the second-stage re-
gression (equation (16) above). We eliminate all industry–city cells with fewer
than 20 included individuals in any of the years. We use the square root of
the number of observations in each industry–city cell to form weights for the
second-stage estimation. For most of our estimates, we use decadal differences
within industry–city cells for each pair of decades in our data (1980 − 1970,
1990 − 1980, 2000 − 1990) plus the 2007 − 2000 difference, pooling these to-
gether into one large data set and including period-specific industry dummies.
In all the estimation results we calculate standard errors, allowing for cluster-
ing by city and year. Note that our procedure of pooling data both across in-
dustries and across time relies on assumptions of homogeneity of parameters
across industries and stability of these parameters over time. In the Supple-
mental Material, we explore empirically how our results change when we relax

We explored this possibility through a Monte Carlo simulation in which we constructed wage data
using our (nonlinear) theoretical model and data on ERc , ηic , and νi . We then estimated (16) on
the simulated data. The results indicated very little bias from our approximations. Details are
given in Appendix S.5 in the Supplemental Material.
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these assumptions. We find that the pooling procedure used here provides a
good summary description of the data.

The main covariate of interest in our estimation is the �Rct variable, which is
a function of the national industrial-wage premia and the proportion of work-
ers in each industry in a city. We estimate the wage premia in a regression
at the national level in which we control for the same set of education, expe-
rience, gender, race, and immigration variables described for our first-stage
wage regression, and also include a full set of industry dummy variables. This
regression is estimated separately for each Census year. The coefficients on the
industry dummy variables are what we use as the wage premia in constructing
our R measure.

4.2. OLS Results

We begin our presentation of results with the estimates of our base specifi-
cations without the inclusion of any additional control (Zct) variables. One key
concern we choose to address immediately is the issue of selection. In partic-
ular, changes in unobserved skills in a city may be correlated with movements
of Rct , which imply a nonzero coefficient on Rct that does not reflect general
equilibrium effects of the type we are considering. For example, suppose that
the most able workers move out of a city if it loses a high-paying industry, re-
gardless of the industry in which they themselves are employed, because they
want to live where they have a chance to get a high-paying job. In that case,
shifts in Rct may pick up the effects of shifts in the unobserved ability distri-
bution. To address this potential problem, we implement a Heckman two-step
type procedure as proposed in Dahl (2002). A detailed discussion of our se-
lection correction procedure is presented in Appendix S.2. We find that the
selection correction terms from this procedure enter our estimating equations
significantly (indicating that some selection of this type exists), but we also find
that their inclusion does not have a substantive effect on our parameters of
interest. Nonetheless, since selection seems to be present, all of the results we
present include the selection correction unless stated otherwise.17

The first columns of Table I contain the results from OLS estimation of (16).
These regressions and all of those that follow include a full set of time-varying
industry dummy variables (4 × 144), thus allowing for changes in industry ef-
fects over time, but we do not present the long list of corresponding coefficients
here. In column 1, the coefficient on �Rct is 2.47 and is statistically significantly
different from zero at any conventional significance level. If OLS provides con-
sistent estimates of this coefficient, the fact that this coefficient is both econom-
ically substantial and statistically significant implies a rejection of the null hy-
pothesis that the impact of a change in the composition of employment in a city

17A sample of the results without the selection correction is available in Table S.VIII.
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TABLE I

BASIC RESULTSa

OLS IV

(1) (2) (3) (4) (5) (6) (7)

�Rct 2.47∗ 2.82∗ 2.95∗ 2.91∗ 2.86∗

(0.18) (0.35) (0.33) (0.31) (0.29)
�RWct 2.07∗ 2.78∗

(0.20) (0.41)
�RBct 3.04∗ 3.05∗

(0.42) (0.45)
�ERct 0.42∗ 0.48∗ 0.74 0.70 0.58 0.63 0.63

(0.078) (0.076) (0.47) (0.44) (0.48) (0.44) (0.43)
Year × ind. Yes Yes Yes Yes Yes Yes Yes

Observations 33,984 33,984 33,984 33,984 33,984 33,984 33,984
R2 0.51 0.51
Instrument set IV1–IV2–IV3 IV1–IV3 IV2–IV3 IV1–IV2–IV3 IV1–IV2–IV3
F-statistics
�RWct 81.84
�RBct 583.37
�Rct 70.14 159.26 222.81 222.81
�ERct 10.99 10.41 15.78 10.99 10.99

AP p-values
�RWct 0.00
�RBct 0.00
�Rct 0.00 0.00 0.00 0.00
�ERct 0.00 0.00 0.00 0.00 0.00

Over-id. p-value . . . 0.65 0.81

aStandard errors, in parentheses, are clustered at the city–year level. The asterisk (∗) denotes significance at the
5% level. All models are estimated on a sample of 152 U.S. cities using Census and ACS data for 1970–2007. The
dependent variable is the decadal change in regression-adjusted city–industry wages.

is completely captured in the standard accounting measure. Further, the coeffi-
cient fits with the alternative hypothesis that cities with employment structures
that shift toward high-premia industries have better wage performance within
industries. To see that this result is not driven by outliers, in Figure 1 we plot
the relationship between the average within-industry change in wages of a city
against �Rct (this nets out the time-varying industry effects). As can be seen,
the positive relationship is very salient and is not driven by outliers.

In the third column of Table I, we present estimates of the specification in
which we allow the component parts of �Rct to have separate effects. The esti-
mated coefficients are quite similar in size to one another, with the hypothesis
that they are the same not being rejected at the 5% level of significance. Recall
that the equality of these effects is implied by the search and bargaining frame-
work, as both components of Rc should affect bargaining power in a symmetric
fashion. Moreover, while one might view the

∑
j �ηjcνj as spuriously picking
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FIGURE 1.—The average, within-industry wage change plotted against changes in average city
rent, once time-varying industry effects have been removed. The data contain information on 152
U.S. cities and 144 industries, and were obtained from the U.S. Census 1970–2000 and the 2007
ACS. Appendix S.1 contains details.

up some other effect of industrial composition change, it is hard to see how
one could so argue for

∑
j ηjc�νj , since its variation comes from changes in

national-level wage premia not changes in local composition. It is the fact that
this latter component both enters and enters symmetrically with the first that,
in our view, provides strong support for a bargaining interpretation.

5. ADDRESSING ENDOGENEITY ISSUES

As we discussed earlier, OLS estimation of (16) provides consistent esti-
mates if changes in a city’s absolute advantage are independent of levels and
changes of relative advantage. While this may be the case, in this section we
explore estimation of (16) using an instrumental variable strategy which relies
on the weaker identification assumption that changes in the absolute advan-
tage of a city are independent only of the past level of relative advantage for
that city.

Recall from Section 2.2 that our instruments, IV1 and IV2, allow us to iden-
tify effects from each of the components of �Rct in the specification given in
(12). Alternatively, we can use either one as an instrument for �Rct in (16).
Using IV1 would then provide an estimate based on variation arising from
changes in industry shares, while using IV2 provides an estimate based on
changes in national-level industrial premia. As discussed earlier, in our bar-
gaining setup, both types of variation should have the same effect on within-
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industry wage growth. Thus, an equivalent means of testing this implication is
to compare the coefficients obtained using IV1 versus IV2 in (16).

Both instruments perform well in the first stage. The t-statistic from the test
of the significance of IV1 in the first-stage regression of �Rct equals 11.6 and
has an associated p-value of 0.0. The same statistic for IV2 is 16.24 with a
p-value of 0.0.18

As we stated earlier, �ERct is also likely to be endogenous and we respond
to this problem using an instrument that is similar to IV1. In particular, we
use

∑
i ηictgit , where git is the growth rate of employment in industry i at

the national level in year t. Thus, the instrument is the weighted average of
national-level industrial employment growth rates, where the weights are the
start-of-period industrial employment shares in the local economy. We call this
instrument IV3. A city that has a strong weight on an industry that turns out
to grow well at the national level will have a high value for this instrument.
Because the εicts that drive the error term are local cost shocks that sum to
zero across cities, their movements are not correlated with the gits by construc-
tion. Finally, under the assumption that changes in the common component of
the city–industry cost shocks (�ε̄ct) are independent of past relative advantage
components (the vεicts), the ηicts used as weights in IV3 will be uncorrelated
with error term in equation (16). To see this, recall from Section 2.2 that the
ηicts depend only on the relative city–industry advantages, while consistency
requires that these be unrelated to

∑
i �ξict , which depends only on changes in

the common component of εict , �ε̄ct . Therefore, this instrument is valid under
the same conditions as IV1 and IV2.

We present results from the specification where we enter the components
of �Rct separately and instrument for both in the third column of Table I.
Columns 4 and 5 contain results instrumenting for �Rct using IV1 and IV2
individually. In all the instrumental variable estimates we present, the employ-
ment rate is instrumented for using IV3. All of these results, again, imply large
and statistically significant effects of �Rct or its components on local average
wages.

The similarity in the estimated coefficients on the two subcomponents of
�Rct in column 3 is striking. Not surprisingly, a test of the null hypothesis that
these two coefficients are equal cannot be rejected at any conventional sig-
nificance level. The results in column 3 indicate that moves away from high-
paying jobs and reductions in the premia associated with high-paying jobs have
approximately the same impact on within-industry wages—a result implied by
our bargaining story.

18At the bottom of the table, we also report results from standard F -statistics of the excluded
instruments as well as Angrist–Pischke tests for weak instruments. The Angrist–Pischke (AP)
tests are designed to take into account situations such as ours, with multiple endogenous vari-
ables. Again, the associated p-values are essentially zero, indicating a lack of a weak IV problem.
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The same result is portrayed in an equivalent but less transparent way in the
nearly identical results obtained when we instrument for �Rct separately using
IV1 and IV2 in columns 4 and 5. Examining the results in this way is useful be-
cause it allows for a discussion of their implications for the statistical assump-
tions underlying our consistency proofs. The consistency of estimates based on
IV1 and IV2 each rely on the same assumption, since the instruments are es-
sentially different weighted averages of a city’s initial employment shares and
our key identifying assumption relates to those shares. Given that the weighting
schemes are different, one would expect that if the identification assumption
does not hold, these two IV strategies would produce different estimates since
they would weight any departures from the assumption differently. This intu-
ition can be formalized by performing a standard Hansen-J overidentification
test. We present the results from this test at the bottom of column 6. Not sur-
prisingly given the similarity in the estimates in columns 4 and 5 in Table I, it
passes easily. We believe that the fact that the two IV approaches, which focus
on very different data variation,19 give very similar results provides consider-
able support for the search and bargaining model, and for the assumption that
the common city-level component in the εct acts like a random walk. More-
over, the fact that OLS also gives similar results suggests, further, that even
the strong assumption needed for the consistency of OLS may hold in these
data. In the last column of Table I, we reestimate the specification in column 6,
but as a dependent variable use city–industry wages that are not corrected for
selection across cities using the Dahl (2002) method described above. As can
be seen from the table, we get very similar results with and without the selec-
tion correction.

6. ALTERNATIVE INTERPRETATIONS AND ROBUSTNESS

6.1. Competing Driving Forces for City-Level Wage Changes

Ours is certainly not the first attempt to examine the determinants of city-
level wage changes and/or city-level growth. The literature on what makes for a
high-performing city has produced a number of hypotheses. In this section, we
introduce measures that correspond to some of the more prominent hypothe-
ses to see whether our Rct measure may be spuriously capturing one of these
alternative driving forces.20

19The fact that IV1 and IV2 only have a correlation of 0.18 in our data (after removing aggre-
gate time affects as we do in all our estimations) emphasizes that the two instruments highlight
different variation.

20In the Supplemental Material, we also examine alternative specifications where we allow for
heterogeneity in various dimensions. In particular, we estimate our main regression separately
by industry, resulting in 143 estimates of α2i . The distribution of those estimates has a median of
2.50, with 25th and 75th percentiles of 1.92 and 2.97, respectively. Thus, our results are not driven
by a subset of industries. We also allowed the job destruction rate and the returns to education
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One prominent explanation for city-level growth is provided in Glaeser et
al. (1992). Based on Jane Jacob’s theorizing, they argued for the importance
of industrial diversity and found that diversity is a stronger determinant of
city-specific growth than city size. In response to this view, in the first three
columns of Table II, we introduce a measure of the “fractionalization” of em-
ployment in a city at the start of each decade. The measure of fractionaliza-
tion we use is 1 minus the Herfindahl index, or 1 minus the sum of squared
industry shares. This measure itself tends not to be very significant in our esti-
mates and, more importantly, does not change our estimates of the α2 coeffi-
cient.

Another possibility relates to the recent literature on education externalities
which examines the claim that having a larger proportion of workers in a city
being highly educated benefits all workers in the city (e.g., Moretti (2004a),
Acemoglu and Angrist (1999)). In considering this, it is worth reemphasizing
that we control for education in the regressions from which we estimate our
national-level wage premia and, thus, the Rct measure does not reflect cities
that have high wages because they have high levels of education. In columns 4,
5, and 6 in Table II, we introduce the change in the proportion of workers with
a BA or higher education (the college share) as an additional regressor. The
college share variable itself enters significantly, supporting Moretti’s (2004a)
findings, but introducing this variable has very little impact on our estimates of
the effect of the components of the change in Rct .21

In columns 7, 8, and 9, we introduce the change in the log of the size of the
city’s labor force. This city size variable is intended to capture the type of ag-
glomeration effects tested in, for example, Glaeser et al. (1992). In the columns
using instrumental variables (8 and 9), we instrument for the labor force vari-
able using the same instrument that we have used in various ways to this point;
that is, one based on predicting labor force growth in a city from national-
level growth for each industry combined with the initial industrial composition
in the city. Whether instrumented or not, this variable has small and statisti-
cally insignificant effects, and, more importantly, its inclusion does not alter
the estimates of the �Rct effect. The result that predicted that changes in la-
bor force across cities have little effect on wages is consistent with Blanchard
and Katz’s (1992) finding that local wages react little to changes in demand or
migration.

to vary by industry (though with a smaller number of industry groups) and found that our main
results persist.

21It is worth noting, though, that Sand (2006) found that this positive and significant impact is
observed in the 1980s but not in the 1970s or 1990s. In results not reported here, we used average
years of education as an alternative measure of the education level of a city. This latter vari-
able does not enter significantly, supporting results in Acemoglu and Angrist (1999) and fitting
with the often contradictory results in this literature. Moreover, its inclusion does not affect the
estimates of our Rct effects.
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TABLE II

ALTERNATIVE EXPLANATIONSa

OLS IV OLS IV OLS IV OLS IV

(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12)

�Rct 2.48∗ 2.77∗ 2.97∗ 2.44∗ 2.65∗ 2.89∗ 2.45∗ 2.37∗ 2.70∗ 2.45∗ 2.65∗ 2.78∗

(0.18) (0.33) (0.33) (0.18) (0.33) (0.31) (0.20) (0.43) (0.34) (0.19) (0.64) (0.36)
1 − Herfindahl 0.17 0.17 0.19

(0.18) (0.19) (0.20)
�BA or > 0.39∗ 0.39∗ 0.38∗

(0.14) (0.14) (0.14)
� log labor force 0.024 0.090 0.065

(0.015) (0.061) (0.057)
� logEict 0.031∗ 0.078 0.071

(0.0045) (0.13) (0.095)
�ERct 0.42∗ 0.74 0.55 0.43∗ 0.67 0.45

(0.077) (0.43) (0.46) (0.078) (0.41) (0.46)
Year × ind. Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes

Observations 33,984 33,984 33,984 33,984 33,984 33,984 33,984 33,984 33,984 33,984 33,984 33,984
R2 0.513 0.515 0.510 0.513
Instrument set IV1–IV3 IV2–IV3 IV1–IV3 IV2–IV3 IV1–IV3 IV2–IV3 IV1–�n̂ict IV2–�n̂ict

aStandard errors, in parentheses, are clustered at the city–year level. The asterisk (∗) denotes significance at the 5% level. All models are estimated on a sample of 152 U.S.
cities using Census and ACS data for 1970–2007. The dependent variable is the decadal change in regression-adjusted city–industry wages.
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An alternative route for city-level changes in composition to affect within-
industry wages is through shifts in labor supply. The departure of a large sector
from a city implies that the former workers from that sector move to other sec-
tors, shifting out their labor supply curves. This, in turn, implies moves down
the labor demand curves and consequent wage declines in those sectors. To
examine this possibility, in columns 10–12, we control for the change in em-
ployment in the industry–city cell. In this case, with employment held constant,
any �Rct effect should not be reflecting movements along a marginal product
curve induced by supply shifts. As before, our instrument for the employment
change uses predicted changes based on national-industry growth rates. The
effect of the employment change is small and, again, does not alter our esti-
mates of α2.

Overall, our conclusion is that while some of the other hypothesized fac-
tors we considered may affect city-level wage growth, we are not inadvertently
picking any of them up with our Rct measure. Moreover, the impact of the shift
in industrial composition toward high-paying industries is much stronger than
any of the effects from these competing explanations.

6.2. Local Demand Effects

In our model and interpretation of the data, we assumed that housing is the
only nontraded good across cities. This assumption allows us to treat the price
of goods as being common across cities and, therefore, to fully capture their
effects through time-varying industry effects. When some produced goods are
nontradeable across cities, this induces a city-specific component in prices to
appear in the error term of our wage regressions. If changes in industrial com-
position cause changes in the prices of these nontradeables, perhaps through
affecting the wealth of the city, this would lead our estimates of the effects of
�Rct on wages to capture a combination of the mechanisms emphasized in the
model and more standard demand effects. As can be verified, in the presence
of a nontradeable good, we can derive the analogue to equation (25), but now
this equation is only applicable for the goods that are easily tradeable across
cities. Accordingly, we can look for biases induced by local price changes by
examining whether our results are very sensitive to being estimated on more
versus less tradeable goods.

We define tradeable and nontradeable sectors using an approach from
Jensen and Kletzer (2005). They argued that the share of employment in trade-
able goods should vary widely across regional entities (cities in our case) since
different cities concentrate in producing different goods which they can then
trade. For nontradeable goods, on the other hand, assuming that preferences
are the same across cities, one should observe similar proportions of workers in
their production across cities. We therefore rank industries by the variance of
their employment shares across cities and label the industries in the top, mid-
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TABLE III

LOCAL DEMAND EFFECTS: TRADE AND NONTRADE INDUSTRIESa

Low Trade Medium Trade High Trade

(1) (2) (3) (4) (5) (6) (7) (8) (9)

�Rct 3.13∗ 3.44∗ 4.10∗ 2.61∗ 2.93∗ 2.91∗ 2.30∗ 2.67∗ 2.83∗

(0.36) (0.75) (0.64) (0.21) (0.40) (0.37) (0.16) (0.31) (0.29)
�ERct 0.49∗ 1.04 0.13 0.52∗ 0.54 0.56 0.33∗ 0.75∗ 0.62

(0.13) (1.01) (1.31) (0.093) (0.53) (0.55) (0.071) (0.38) (0.41)
Year × ind. Yes Yes Yes Yes Yes Yes Yes Yes Yes

Observations 5230 5230 5230 14,078 14,078 14,078 14,676 14,676 14,676
R2 0.45 0.48 0.56
Instrument set IV1–IV3 IV2–IV3 IV1–IV3 IV2–IV3 IV1–IV3 IV2–IV3

aStandard errors, in parentheses, are clustered at the city–year level. The asterisk (∗) denotes significance at the
5% level. All models are estimated on a sample of 152 U.S. cities using Census and ACS data for 1970–2007. The
dependent variable is the decadal change in regression-adjusted city–industry wages.

dle, and bottom third as high-, medium-, and low-trade industries. In Table III,
we present estimates of our basic model carried out separately for the low-,
medium-, and high-trade industries. While the estimated effect of changes in
Rct is slightly higher for the low-trade industries, the effects for the medium-
and high-trade industries continue to be strongly significant and of the same or-
der of magnitude as the estimated effects we obtained from the overall sample.
This suggests that local demand effects on prices are not important enough to
explain the relationship we observe between industrial composition and within-
industry wages.

Another way demand effects may be confounding our inferences is through
input–output linkages. For example, when one industry expands in a city, this
likely creates demand for goods produced by the upstream industries present
within the same city. To explore whether our �Rc measure reflects such link-
ages, we used input–output tables to create a measure of “input distance” be-
tween two industries i and j, denoted dij , as the fraction of inputs used by
industry j which come from industry i.22 Note that dij is a measure calcu-
lated using national-level data and that dij �= dji. We then create the index
Mict ≡ ∑

j ηjctdij . A high value for this index reflects an industrial structure
that incorporates high demand for goods produced by industry i. We then ex-
plore the relevance of input–output demand linkages for our results by includ-

22To construct dij , we use national-level input–output tables provided by the Bureau for Eco-
nomic Analysis (http://www.bea.gov/). Following Moretti (2004b), we use the “Use” tables and
construct our distance measure based on the value of inputs used in production in industry j
that come from industry i. The data appendix in the Supplemental Material contains additional
details.

http://www.bea.gov/
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TABLE IV

LOCAL DEMAND EFFECTS: INPUT–OUTPUT LINKAGESa

OLS IV

(1) (2) (3) (4) (5) (6) (7)

�Rct 2.46∗ 2.80∗ 2.95∗ 2.84∗ 2.95∗

(0.18) (0.35) (0.32) (0.35) (0.33)
�RWct 2.04∗ 2.75∗

(0.20) (0.41)
�RBct 3.06∗ 3.07∗

(0.42) (0.45)
�ERct 0.41∗ 0.47∗ 0.74 0.69 0.55 0.71 0.60

(0.078) (0.076) (0.47) (0.44) (0.48) (0.45) (0.48)
�Mic 1.08∗ 1.18∗ 0.90∗ 0.89∗ 0.94∗ −0.86 −0.75

(0.35) (0.35) (0.42) (0.41) (0.42) (0.53) (0.45)
Year × ind. Yes Yes Yes Yes Yes Yes Yes

Observations 33,984 33,984 33,984 33,984 33,984 33,984 33,984
R2 0.51 0.51
Instrument set IV1–IV2–IV3 IV1–IV3 IV2–IV3 IV1–IV3–IV4 IV2–IV3–IV4
F-statistics
�RWct 81.36
�RBct 583.66
�Rct 70.49 159.60 61.41 106.13
�ERct 10.93 10.45 15.55 20.83 20.02
�Mict 6.95 6.77

AP p-values
�RWct 0.00
�RBct 0.00
�Rct 0.00 0.00 0.00 0.00
�ERct 0.00 0.00 0.00 0.00 0.00
�Mict 0.00 0.00

aStandard errors, in parentheses, are clustered at the city–year level. The asterisk (∗) denotes significance at the
5% level. All models are estimated on a sample of 152 U.S. cities using Census and ACS data for 1970–2007. The
dependent variable is the decadal change in regression-adjusted city–industry wages.

ing �Mict as an additional regressor in our baseline wage equation. Results for
this exercise are reported in Table IV. In columns 1 and 2, the relationship
is estimated by OLS. In columns 3–5 we treat ERct and Rct (and its break-
down) as endogenous, and we use IV1, IV2, and IV3 as instruments. Finally, in
columns 6 and 7, we also treat �Mict as endogenous and add to our instrument
set IV4 = ∑

j η̂jct+1dij −Mict , where the η̂jcts are predicted city–employment
shares as described above. The results indicate that demand effects captured
by input–output linkages have some effect on wages in our data. However, in
all cases, the inclusion of the linkage variable has very little impact on our
estimates of the wage effect of Rct . Accordingly, we infer that input–output
demand linkages are unlikely to be driving our results.
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6.3. Directly Controlling for the Effects of Housing Costs

Up to this point, we have focused on estimating the general equilibrium
(GE) effect of changes in industrial structure on local wages. This aggregate
effect reflects two distinct mechanisms. The first, which we call the direct mech-
anism, relates to the effect of changes in industrial composition on wages,
holding constant the local cost of living. This channel captures the effect on
bargaining power of having the option to move to other industries within the
city. But the wage change induced by this change in bargaining power will also
affect housing costs (phct), which will themselves have further effects on wages.
We call this second effect the indirect mechanism. The total GE effect is the
sum of these two forces. As discussed in Section 2.3, our baseline estimation
strategy—where the cost of housing is not included in the wage equation—is
the appropriate specification for capturing the full GE effect of industrial com-
position changes under the assumption that mobility across cities is sufficient
to equalize expected utility. In other words, our previous estimates of the effect
of �Rct on wages should be interpreted as reflecting both of these mechanisms.

In this section, our goal is to decompose the estimate of the GE effects of
industrial composition into its two components. To see how to proceed, we
return to the Bellman equations that define utility in the presence of mobility
and variable housing prices.23 For simplicity, we focus on the case where μ= 0,
which implies that the value function associated with being unemployed in city
c at time t (Uu

ct) satisfies

ρUu
ct = b+τct−s ·phct+ψc ·

(∑
j

ηjctU
e
jct−Uu

ct

)
+μ1 ·

(
max
c′
Uu
c′t−Uu

ct

)
�(17)

In expression (17), we see that flow utility is negatively affected by the price
of housing (phct) and positively affected by local amenities τct (s represents
the share of housing in expenditures). Recall that the parameter μ1 represents
the probability that an unemployed worker will have the option to move to
another city. If this opportunity arises, the worker chooses the city with the
greatest expected utility. In this setup, as there is no on-the-job search, the
value function for employed workers in industry i and city c satisfies

ρUe
ict =wict + τct − s ·phct + δ · (Uu

ct −Ue
ict)�(18)

where, again, flow utility depends negatively on the cost of housing.

23If mobility is sufficient to equalize expected utility across cities, one can show that the direct
and indirect mechanisms are not separately identifiable, and this is why our baseline specifica-
tion does not separate the two mechanisms. To identify the two, it is necessary to assume that
expected utility is not perfectly equalized across cities, and that is the assumption we adopt in this
subsection.
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Using (17) and (18), the surplus received by a worker (Ue
ict −Uu

ct) is given by

Ue
ict −Uu

ct

=
wict − (1 −Π1)Π3b−Π1Π3

(∑
j

ηjctwjct

)
−Π2Π3 max

c′
Uu
c′t

(ρ+ δ)

− Π2(s ·phct − τct)
(ρ+Π2)(ρ+ δ)�

where Π1 = ψc
ρ+δ+ψc , Π2 = μ1(1 −Π1), and Π3 = ρ

ρ+Π2
.

From the above equation, we see that workers receive less surplus in
matches, and will, therefore, be able to bargain higher wages at a given job,
when housing costs are high. This is the channel through which the indirect
mechanism plays out. We can now use the bargaining condition V f

ict − V v
ict =

κ(Ue
ict −Uu

ct) to solve for wict and make this argument explicit. Following the
steps used in the Appendix, then taking the log-linear approximation due to
the dependence of coefficients on the employment rate, and, finally, taking a
first difference, we get the equation for local wages wict of the form24

� logwict = α̃it + α̃2�Rct + α̃3�ERct + α̃4� logphct +�ξ̃ict�(19)

where α̃2� α̃3, and α̃4 are positive coefficients and the error term, �ξ̃ict , is given
by �ξ̃ict = α̃5�εict + α̃6

∑
j

1
I
εjct + α̃7�τct� Note that the term associated with

the mobility option, maxc′ Uu
c′t , is embedded in the time-varying intercept (α̃it)

since it does not vary by city.
As with equation (16), equation (19) maintains the property that wages in-

crease with a higher value ofRct (α̃2 > 0) or a higher employment rate (α̃3 > 0).
Moreover, the error term has a similar structure as before (with the exception
that the city amenity, τct , now enters). The main substantive difference is the
appearance of the cost of housing services in the wage determination process,
with α̃4 > 0. The latter coefficient captures the indirect housing price effect,
while α̃2 captures the direct effect alone. Therefore, the coefficient on Rct in
this specification should be smaller than in the case where housing prices are
not held constant.

Equation (19) highlights the roles of the two main frictions operating in our
model: a friction across cities and a friction across jobs within a city. Our model
predicts that Rct will have a direct, causal effect on wages only if both frictions
are present. To see this, consider the case where there are no frictions across
cities. In this case, jobs within one’s city will not be viewed differently when

24Details of this derivation are given in Appendix S.7.
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bargaining from jobs in other cities, and the local composition of employment
will not have any distinct effect on workers within a city. This would imply that
α̃2 = 0 and Rct could only have an indirect effect on wages through their effect
on the local cost of living. Alternatively, if cross-sector frictions are absent,
then all sectors in a city will pay the same wage and a pure shift in industrial
composition will have no direct causal effect on wages. Therefore, we only
expect to find α̃2 > 0 in the presence of both frictions.

In Table V we report estimates of equation (19). Following Moretti (2010b),
our measure of the price of housing corresponds to the rental cost of a 2 or
3 bedroom apartment. In the OLS estimates in column 1, the coefficients on
both �Rct and � logphct are significant and have the predicted sign. However,
OLS does not provide consistent estimates of the coefficients in equation (19)
since the regressors are likely correlated with the error term. Hence, we pur-
sue the estimation of (19) using instrumental variables. It can be verified that
our previous instruments—IV1, IV2, and IV3—remain valid in this setting un-
der the same conditions as before. However, since both �Rct and � logphct can
be shifted by changes in industrial composition, instruments working only off
variation in this composition (as these do) are not sufficient to identify equa-
tion (19) because a rank condition is not met. Therefore, we need to augment
our instrument set to include an instrument which is correlated with changes in
housing prices, independent of changes in ξ̃ict , and works through a mechanism
other than changes in industrial composition.

Over our sample period, natural population growth placed upward pressure
on land prices and this was an especially strong force in cities where geograph-
ical factors make land scarce. This logic suggests using a measure of the local
availability of land as an instrument for housing prices, as this is a variable that
should be correlated with increases in housing prices but not correlated with
city-specific changes in technological knowledge. Saiz (2010) used satellite-
generated data to create a measure of the elasticity of land supply at the city
level based on five measures of the amount of land available for residential
development. We call Saiz’s measure of local land availability instrument IV5.
The result from estimating equation (19) by instrumental variables using IV1–
IV3–IV5 is reported in column 2, using IV2–IV3–IV5 is in column 3, and using
all instruments, IV1–IV2–IV3–IV5, is reported in column 4. The first-stage re-
gression of changes in housing prices indicates that Saiz’s measure of local land
availability is an important and significant negative predictor of housing prices
changes.

The results from IV estimation of equation (19) reported in columns 2–4
of Table V reveal that the direct effect of a 1 percentage-point change in Rct ,
holding local housing cost constant, is about a 2.1% increase in within-industry
wages, and this result is found to be robust across our different sets of instru-
ments. If we compare with our previous results from estimating equation (16),
this suggests that around 75% of the total GE effect (i.e., an effect of 2.1 rela-
tive to our estimate of the total effect of 2.8) reflects the direct effect of indus-
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TABLE V

CONTROLLING FOR LOCAL HOUSING COSTSa

OLS IV Alternate IV Local Real Wages

(1) (2) (3) (4) (5) (6) (7) (8)

�Rct 1.15∗ 2.03∗ 2.18∗ 2.17∗ 2.05∗ 2.26∗ 1.14∗ 0.93∗

(0.18) (0.57) (0.52) (0.52) (0.79) (0.76) (0.16) (0.31)
� logphct 0.35∗ 0.15 0.14 0.13 0.17 0.14

(0.025) (0.13) (0.12) (0.12) (0.18) (0.18)
�ERct 0.19∗ 0.90∗ 0.79∗ 0.83∗ 0.27 0.24 0.21∗ −0.53

(0.080) (0.35) (0.38) (0.35) (0.18) (0.18) (0.081) (0.47)
Year × ind. Yes Yes Yes Yes Yes Yes Yes Yes

Observations 28,109 23,879 23,879 23,879 28,109 28,109 28,109 28,109
R2 0.60 0.56
IV set: IV1–IV3–IV5 IV1–IV3–IV5 IV1–IV2–IV3–IV5 IV1–IV3–IV6 IV1–IV3–IV7 IV1–IV2–IV3
F-statistics
�Rct 32.40 74.82 117.50 44.92 87.40 184.01
�ERct 4.89 9.04 7.64 36.00 54.26 12.19
�phct 16.93 18.32 16.44 20.86 21.35

AP p-values
�Rct 0.00 0.00 0.00 0.00 0.00 0.00
�ERct 0.00 0.00 0.00 0.00 0.00 0.00
�phct 0.00 0.00 0.01 0.02 0.01

Over-id. p-value . . 0.61 . . 0.72
aStandard errors, in parentheses, are clustered at the city–year level. The asterisk (∗) denotes significance at the 5% level. All models are estimated on a sample of 152 U.S.

cities using Census and ACS data for 1970–2007. The dependent variable is the decadal change in regression-adjusted city–industry wages.
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trial composition on wages. In turn, 25% of the total effect is attributable to
a feedback process by which industrial composition, through wage effects on
land prices and construction costs, changes housing costs and thereby further
affects the bargaining power of workers. The results in column 3 are partic-
ularly telling, since the identification of the effect of industrial composition
on within-industry wages is coming from changes in industrial-wage premia at
the national level and, therefore, is very unlikely to be confounded with local
changes in aggregate labor demand. The results in this column indicate that
in a city where one industry starts paying more, even if there are no changes
to housing costs or employment rates, wages increase in all other industries in
the city. This pattern is supportive of the idea that wages contain an important
bargaining component determined by alternative job opportunities available in
one’s city.

As a robustness check on the latter claim, we also employed alternative IV
strategies where we instrumented for � logphct using an immigrant enclave in-
strument to predict population inflows and, separately, climate related instru-
ments such as average temperature and rainfall. These results are presented in
columns 5 and 6 of Table V: Details of the construction of the instruments are
provided in the data section of the Supplemental Material. Both sets of instru-
ments result in estimates of α̃2 and α̃4 that are very similar to those based on
the land availability instrument.

These data can also be used to examine whether improvements in industrial
composition, as captured by an increase in Rct , are associated with an increase
in local purchasing-power wages in a city. To explore this, we follow Moretti
(2010b) in constructing a local CPI index that is calculated similarly to the offi-
cial CPI but with housing costs allowed to vary by metropolitan area. To do so,
we assign a fraction of a consumers consumption basket to housing (this varies
by year and is given by the Bureau of Labor Statistics (BLS)), and combine
this with local housing prices and the CPI-U to obtain a local price index.25

Deflating wages by this index, we can see how locally adjusted wages react to
changes in industrial composition. We report results from regressions of this
type in columns 7 and 8 of Table V. In these columns, we see that an increase
in Rct is associated with a significant increase in local-purchasing-power real
wages when estimating by either OLS or IV (for the IV results in column 8 of
Table V, we use IV1–IV2–IV3 as our instrument set).

The estimation of equations (16) and (19) provides different perspectives re-
garding the effect of changes in industrial composition on local wages. Which
is more interesting, of course, depends on the question one is trying to address.
If the question of interest concerns the role of changes in industrial composi-
tion in explaining the cross-city pattern in wages, then the total GE effect as

25See Moretti (2010b) for details on the construction of the local price index as well as a dis-
cussion on the measurement of local housing prices using Census data.
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reported by the estimation of equation (16) is most relevant. In contrast, if one
is more interested in understanding the mechanisms through which industrial
composition affects workers, then the estimates of equation (19) are more rel-
evant. Finally, if one is focused on understanding how local workers benefit
or lose by changes in industrial composition, then the results from columns 7
and 8 of Table V are more insightful, as they report the net effect of local-
purchasing-power parity wages.

6.4. Education Breakdowns

To this point, we have treated workers as representing different bundles of
efficiency units of labor. In this subsection, we examine whether this is a rea-
sonable approximation by exploring whether our industrial composition effects
are present and similar across different skill groups defined by education and
experience. We consider three education groups: workers with at most a high
school education, workers with some post secondary education but without a
BA, and workers with at least a BA. We further divide each of these groups into
young workers (those with less than 10 years of experience) and older workers
(those with more than 10 years of experience).26 For each of these groups, we
calculate an Rct variable that is specific to the group.27 The estimates of the
effects of changes in Rct on wages for each of these groups are presented in Ta-
ble VI. All the results in this table also control for changes in the employment
rate.

The results in Table VI indicate substantial, though not identical, effects
of shifts in industrial composition on within-industry wages in all the skill
groups. The estimates reveal a slight education gradient, with �Rct effects
being smaller for those with a BA or more in both experience groups. They
also indicate substantial experience differences, with the effects of a change
in industrial composition on wages being much greater for younger than older
workers. While this observation is not consistent with a strict interpretation
of the model, it is potentially consistent with an internal labor market view
in which more experienced workers are partially sheltered from direct market
comparisons. Overall, the skill group results paint a picture similar to that doc-
umented previously, that is, changes in industrial composition have substantial
general equilibrium effects on within-industry wages as predicted by search
and bargaining theory.

26The measure of experience we use is potential experience, defined by age minus years of
school minus 6. Appendix S.1 contains details.

27We create the national-level wage premia, and thus the Rct measures, separately for each
skill group. We again estimate in two steps, each step run separately for the six skill groups.
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TABLE VI

BREAKDOWN BY EDUCATION AND POTENTIAL EXPERIENCEa

OLS IV

(1) (2) (3) (4)

<10 HS 2.65∗ 2.34∗ 2.65∗ 2.57∗

(0.20) (0.39) (0.28) (0.22)
SP 2.69∗ 3.01∗ 3.82∗ 3.59∗

(0.22) (0.54) (0.52) (0.39)
BA 1.58∗ 0.68 2.59∗ 2.16∗

(0.16) (0.62) (0.33) (0.33)

>10 HS 1.43∗ 2.90∗ 1.78∗ 2.06∗

(0.16) (0.61) (0.31) (0.25)
SP 1.67∗ 0.92 2.03∗ 2.05∗

(0.30) (1.58) (0.72) (0.63)
BA 0.98∗ 0.63 1.65∗ 1.62∗

(0.21) (1.30) (0.35) (0.34)
Year × ind. Yes Yes Yes Yes

Observations 59,066 59,066 59,066 59,066
R2 0.59
Instrument set IV1–IV3 IV2–IV3 IV1–IV2–IV3

aStandard errors, in parentheses, are clustered at the city–year level. The asterisk (∗) denotes significance at the
5% level. All models are estimated on a sample of 152 U.S. cities using Census and ACS data for 1970–2007. The
dependent variable is the decadal change in regression-adjusted city–industry wages.

7. A QUANTITATIVE ASSESSMENT OF THE IMPORTANCE OF INDUSTRIAL
COMPOSITION FOR CITY WAGES

We motivated this paper with the question, “What are the effects of indus-
trial composition on wages?” To help answer this question, we proposed and
evaluated a search and bargaining model which formalized how industrial com-
position and wages can interact. Given that we found considerable empirical
support for the model, we are now in a position to use its parameters to shed
light on our initial question.

Our goal in this section is to quantify the importance of changes in industrial
structure in explaining the cross-city variance in wage growth. Our approach is
to investigate how much of the cross-city variance in wage growth in our sample
period can be explained by shifts in cities’ industrial structures. The variable we
focus on is the cross-section variance of changes in average city wages, that is,
the variance across cities of

∑
i ηict+1wict+1 −∑

i ηictwict , wherewict is, as before,
the human capital adjusted price of labor in industry i in city c. To highlight the
implications of our model, we contrast our decomposition of this variance with
that obtained from the common approach, which disregards the type of GE
effects implied by our bargaining setup. In particular, if changes in industrial
structure had no effect on wage determination, then it would be appropriate
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TABLE VII

CROSS-CITY VARIANCE IN WAGES EXPLAINED BY INDUSTRIAL COMPOSITION CHANGESa

Variance Ratio

Decade (1) (2) (3) (4) (5)

1980s 0.12 0.64 0.02 0.33 0.27
1990s 0.16 0.83 0.04 0.41 0.44
2000s 0.08 0.66 0.01 0.29 0.28

aColumn 1 denotes % variance explained using partial equilibrium methodology (shift share). Column 2 de-
notes % variance explained using estimated general equilibrium effects. Column 3 denotes % variance attributed to
national-level changes in industrial composition using partial methodology. Column 4 denotes % variance attributed
to national-level changes in industrial composition using general equilibrium methodology. Column 5 denotes % vari-
ance attributed to national-level changes in industrial composition using general equilibrium methodology netting out
effects of international trade.

to calculate the effect of industrial composition changes on cross-sectional city
wage growth by examining the ratio of variances

Var
(∑

i

ηict+1wict −
∑
i

ηictwict

)

Var
(∑

i

ηict+1wict+1 −
∑
i

ηictwict

) �(20)

This is commonly referred to as the “between” component in a shift-share anal-
ysis. We report the ratio in column 1 of Table VII for each of our three time pe-
riods. The results indicate that this direct effect of industrial structure change
on average wage growth is quite small, ranging from 8 to 16%.

Our model, however, indicates that the latter exercise provides only a partial
measure since a change in industrial structure is accompanied by within-sector
changes in wages due to the induced change in the bargaining position of work-
ers. The model implies that the latter effect is captured by our Rct index. Thus,
according to our model, a more meaningful statistic describing the contribu-
tion of industrial composition to changes in city wages is

Var
(∑

i

ηict+1(wict + α2�Rc)−
∑
i

ηictwict
)

Var
(∑

i

ηict+1wict+1 −
∑
i

ηictwict

) �(21)

In column 2 of Table VII, we report the statistic associated with (21) when
α2 is set to 2.8, our preferred estimate of the coefficient on Rct from our IV es-
timates. As can be seen, this measure suggests that changes in industrial com-
position account for a very substantive fraction of the overall city-level wage
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movements, with the fraction ranging from 64 to 83%. This gives a very dif-
ferent picture from the standard decomposition, with industrial composition
change now appearing to be a central factor in city-level outcomes.

The effects reported in columns 1 and 2 of Table VII are meant to cap-
ture the effects of overall changes in industrial composition, regardless of the
source of the change. In particular, in these calculations we are using actual
changes in industrial shares from ηict to ηict+1. Within the model, such changes
can arise because of location-specific shocks or, alternatively, they can arise
as a city adjusts to national-level industrial changes. For example, a national-
level shift in demand for textiles versus computers will affect some cities more
than others. We can evaluate the latter component by replacing ηict+1 in (20)
and (21) (including in the calculation of Rct+1) with the η̂ict+1 used in the con-
struction of IV1. This assigns national-level industrial growth to cities based
on their start of decade comparative advantage as reflected in their start of
decade industrial shares. The counterfactual city wage changes created in this
way leave out the locally driven component of composition shifts. When we do
this, the results from the analogue of (20) are quite small (see column 3). How-
ever, the results from the analogue of (21) shown in column 4 provide a very
different picture. The effects now range from 29 to 44%, indicating that the lo-
cal changes in industrial structure induced by national-level forces account for
a sizable 50% of the overall changes induced by industrial composition shifts,
leaving the other 50% as a reflection of city-level developments that influence
industrial structure.

Since the results from column 4 in Table VII suggest that national-level
forces are quantitatively important for understanding city-level outcomes, we
now ask whether international trade, and more especially trade in manufactur-
ing goods, is playing a substantial role. To this end, we use data on manufac-
turing trade to build a counterfactual to η̂ict+1. This counterfactual, denoted
η̃ict+1, is built in two steps. First, we use trade data to build a counterfactual for
national-level employment growth by industry, where for manufacturing indus-
tries, we subtract from actual rates of growth the observed growth in the net
exports to output ratio under the assumption that the displaced employment
due to trade is proportional to the change in the net exports to output ratio. We
then use the counterfactual national-level growth to predict city-level industrial
structure changes in the same manner used to build η̂ict+1. We finally calculate
the analogues to the statistic (21), where we replace ηict+1 with η̃ict+1 (including
in the calculation of Rct+1). The results (reported in column 5) are very sim-
ilar to those in column 4, implying that manufacturing trade effects played a
small role in explaining cross-city outcomes. This occurs because changes in the
net exports to output ratio are rather small for most industries and, therefore,
η̃ict+1 is close to η̂ict+1. Of course, we recognize that our measure of the impact
of trade is quite crude and that trade may still have an impact on national-level
wage growth which these calculation neglects.
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8. CONCLUSION

In this paper we argue that a standard search and bargaining model, once
extended to include multiple sectors, has interesting testable implications that
have not been previously recognized. Chief among these is that shifts in the
composition of employment in an economy, either toward or away from high-
wage industries, should have an impact on wages within all sectors in that econ-
omy. This arises because changes in wage options elsewhere in the economy al-
ter the outside options for a worker bargaining with his or her employer. Using
data from the U.S. Census and the American Community Survey for the pe-
riod 1970–2007, we show that these spillover effects are pervasive, persistent,
and large. In particular, at the city level, we find that having jobs more concen-
trated in high-paying industries has an effect on the average wage within the
city that is 2.5–4 times larger than that implied by the common composition
adjustment accounting approach. We show that these results are robust to us-
ing different instrumental variable strategies, controlling for worker selection,
controlling for differences in local cost of housing, and focusing on sectors pro-
ducing highly tradeable goods. Taken together, we view these results as strong
evidence in favor of using search and bargaining models to understand aggre-
gate wage determination.

Our results also suggest that policies or events which affect industrial compo-
sition should not be evaluated simply using the standard accounting approach,
but, instead, evaluations should explicitly take into account the substantial gen-
eral equilibrium effects implied by the type of social interaction model of wage
determination presented here. For example, it is common for technological
change, changes in preferences, or the opening up of trade relationships to in-
volve a real location of high- and low-paying jobs across time and space. Our
results suggest that a proper evaluation of the effects of such industrial reallo-
cation needs to incorporate the general equilibrium effects on wage bargaining
in other sectors, even when the change has no aggregate effect on employment.
In particular, recognizing and quantifying these feedback effects should lead to
more accurate assessments of the effects of industrial composition changes in
explaining wage outcomes.28

APPENDIX: WAGE EQUATION DERIVATION AND CONSISTENCY

A.1. Wage Equation Derivation

We begin by rewriting equation (10) so that the sectoral wage is expressed
only as a function of nationally determined prices and of the exogenous pro-

28Beaudry, Collard, and Green (2005) and Beaudry and Collard (2006) found that increased
openness to international trade over the period 1978–1998 had very uneven effects across coun-
tries. In particular, countries that attracted high-capital–high-wage industries gained dispropor-
tionally relative to countries that increased employment in low-capital intensive industries. The
general equilibrium effects found in this paper offer a potential explanation for the size of the
effects found in those two papers.
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ductivity terms, εic:

wic = dic + γc1εic +
(

γc2

1 − γc2
)
γc1

∑
j

ηjc(pj −p1)(22)

+ γc1
(

γc2

1 − γc2
)∑

j

ηjcεjc�

where dic = γc0(1 + γc2
1−γc2 )+ γc1( γc2

1−γc2 )p1 + γc1pi. In equation (22), we express
prices in relation to the price of an arbitrarily chosen good denoted p1 to help
emphasize how a pure-shift change in industrial composition affects wages (by
a pure shift, we mean a change in the ηs that does not change the total number
of jobs).

We can now use equation (10) or (22) to relate the price differential pi −p1

to the average national-level wage premium in industry i relative to a baseline
industry 1. This is achieved by noting that wic −w1c is equal to γc1(pi − p1)+
γc1(εic − ε1c). If we take the average of wic −w1c across cities, we obtain

νi =wi −w1 = γ1(pi −p1)+ d̂i�(23)

where νi is the national-level wage premium in industry i relative to industry 1,
γ1 is the average of γc1 across cities, and d̂i is an industry-specific constant.29

Substituting (23) into (22), we get

wic = d̃ic +
(

γc2

1 − γc2
)(
γc1

γ1

)
Rc + γc1εic + γc1

(
γc2

1 − γc2
)∑

j

ηjcεjc�(24)

where Rc = ∑
j ηjcνj and d̃ic = dic + ( γc2

1−γc2 )(
γc1
γ1
)
∑

j ηjcd̂j .
In interpreting the effect of Rc on wages from equation (24), we are per-

forming a partial equilibrium exercise, as we treat the employment rate in a
city (as reflected in the γ parameters), and the sectoral composition, as given.
To capture the dependence of wages on the city’s employment rate more explic-
itly, it is useful to take a linear approximation of (24) around the point where
cities have identical employment rates (ERc = ER) and industrial composition
(ηic = ηi), which arises when εic = 0,Ωic = 0, Υi = Υ , and ai = a. Moreover, at
this point, the employment shares, ηis, are equal across sectors. Differencing
the resulting linear approximation yields equation (11) in the text.

29The industry-specific constant d̂i is equal to
∑

c(γc1 − γ1)(εic − ε1c). When we later take a
first-order approximation around an equilibrium where the εs equal zero, this term will be equal
to zero.
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A.2. Examining Consistency

As described in the text, we are interested in the condition30

lim
C�I→∞

1
I

1
C

I∑
i=1

C∑
c=1

�Rc�ξic�(25)

which, using R= ∑
j ηjc(wj −w1), can be written as

lim
C�I→∞

1
I

1
C

I∑
i=1

C∑
c=1

[
I∑
j

�ηjc(wj −w1)+
I∑
j

ηjc�(wj −w1)

]
�ξic

or

lim
C�I→∞

1
I

1
C

[∑
j

(wj −w1)
∑
c

�ηjc
∑
i

�ξic(26)

+
∑
j

�(wj −w1)
∑
c

ηjc
∑
i

�ξic

]
�

We handle the limiting arguments sequentially, allowing C → ∞ first. Then
we focus our concern to two components in (26), which we handle in turn. The
first is

lim
C→∞

1
C

∑
c

�ηjc
∑
i

�ξic�(27)

Given the decomposition εic = ε̄c + vεic , where
∑

i v
ε
ic = 0, we get

�ηjc = π1(�v
ε
jc)+π2(�pjΩjc −�pΩ̄c)�

where x̄c equals the simple average of xic across i within a city.
Also,

∑
i

�ξic =
(
γ1 + γ1γ2

1 − γ2

)
I�ε̄c�(28)

Then, given that E(�ε̄c) = 0 (again, recalling that we have removed econo-
mywide trends), and if �ε̄c is independent of �vεic and (�pjΩjc − �pΩ̄c), it is
straightforward to show that (27) equals zero.

30Throughout this appendix we omit the t subscript for simplicity.
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The second component is

lim
C→∞

1
C

∑
c

ηjc
∑
i

�ξic�(29)

where
∑

i �ξic is again given by (28), while ηjc is given by (13). For (29) to be
zero, we require in addition that �ε̄c be independent of past values of vεic and
of (pjΩjc − pΩ̄c). Thus, if �ε̄c is independent of the past and is independent
of �vεic and (�pjΩjc −�pΩ̄c), then (25) equals zero and OLS is consistent.

We are also interested in the conditions under which our instruments can
provide consistent estimates. Apart from the instruments being correlated with
�Ric , the condition we require for a given instrument Zc is

lim
C�I→∞

1
I

1
C

I∑
i=1

C∑
c=1

Zc�ξic�(30)

For what we call IV1,

Zc =
∑
j

ηjc(g
∗
j − 1)(wj −w1)�

where g∗
j = 1+gj∑

k ηkc(1+gk) and gj is the growth rate in employment in industry j at
the national level. Given this, (30) becomes:

lim
C→∞

1
C

∑
j

(wj −w1)
∑
c

ηjc(g ∗j −1)
∑
i

�ξic�(31)

Thus, (31) equals zero under the same conditions under which (29) equaled
zero, that is, that E(�ε̄c) = 0 and �ε̄c is independent of past values of vεic and
(PjΩjc − PΩ̄c). Obviously, this condition is satisfied if ε̄c behaves as a random
walk.

Similarly, the relevant condition when using IV2 is given by

lim
C→∞

1
C

∑
j

�(wj −w1)
∑
c

ηjc
∑
i

�ξic�(32)

and the same conditions (�ε̄c is independent of past values of vεic and of
(pjΩjc −pΩ̄c)) ensure that (32) equals zero.

Several points follow from this discussion. First, OLS can provide consistent
estimates under the strong assumption that changes in absolute advantage and
changes in comparative advantage are independent. Thus, if OLS and the two
IV estimates are equal, then this is a test of the stronger assumption about in-
dependence in changes. Second, if the key identifying assumption underlying
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the IVs is not true (i.e., changes in absolute advantage are not independent
of past comparative advantage), then the two IVs weight the problematic cor-
relation (between �ε̄c and vεic) differently (in particular, IV1 weights using the
weights (wj−w1), while IV2 uses the weights �(wj−w1)), and estimates based
on the different IVs should differ.
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